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1 Problem 12.1

Problem. Define the distribution u € D'(R) by
1 p—
iy [ DTV [ ),
-1 T |z|>1 T
Show that u = PV[z~1].

Proof. For ¢ € C; (R), we need to prove

(u,v) = lim $lz) dz.

e—=0t lz|>e x

Note that when € < 1, we have

/| N (/+/> LR

Since ¢ is differentiable at z = 0, w(z);w(o) is bounded when x € [—1,1]. Hence

JRCEN
(/1E * /:) @dm = 1(0)(loge —loge) =0,

[ v, [ vy,

lz[>1 T

exists. We also note that

thus we have

Hence we complete the proof.


https://mmkaymath.github.io/KaiZhu.github.io/

2 Problem 12.2

Problem. Let f € LL _(R) be the function

loc
log x, x> 0,
flz) =
—log(—z), =<0.

Show that the distributional derivative is

;o [ (@) = (0) Y(x)
(f,w)/lxl dz+/| dx

z|>1 |z '

Proof. By the definition of the distributional derivative, we have

+00 0
(f'sv) =—=(f,4") = - ¥/ (z) log zdz +/ V' (z)log(—x)dz.
0 —o0
Since 1 has compact support, there exixts A > 0, suppy C (—A, A),
+00 A A +o0
- W' (2) log wdx = —/ V' () log zdz = ¥(x) log |4 —I—/ @dx = wix)dm.
1 1 1 1

Similarly, we have
—1 —1
/ Y (x)log(—z)dx = / w|(a|ﬂ)dx.
o e T

Note that
1 0
7/ w’(x)logzdx+/ ' (x) log(—z)dx
0 -1

= lim <— /: Y (x)log zdz + __15 Y () log(—x)dx>

- [([+)))

/1wm—wm5x
-1 |z|

+ lim [— (/: +/__1€) w|i0)dx+w(a)loga —H/J(—e)loga] .

e—0t

dz + ¢ (e) loge + (—¢) log E:|

Where we use 1 is differentiable at 0, W is bounded. Suppose max|y|<1 |¢'(x)| = M, then we have

1 —&
‘_ (/5 +/,1 >1/}|§;0|)dx+1/)(5)10g5+¢(—5)10g5
= ((6) ~ $(0) loge + (¥ ) — 1(0)) o

< 2Me-loge — 0, ase—0".

Hence we have . 0 )
—/0 W' (x) 1ogxdx+[1 ' (x) log(—a:)da::/i1 de,

and finally we complete the proof.



3 Problem 12.3

Problem. Let H denote the upper half-plane {x2 > 0} C R2. The goal of this problem is to show that the Laplace
equation on H,
Au:O, U(,O):g,

has the solution
1 Y2

R A
for g € C, (R).

1. Derive this formula from Theorem 12.10 of [1] using the method of images as in Example 12.11. In this case
the reflection of y € H is given by (y1,y2) = (y1,y2) (the complex conjugate).

2. Show that the fact that u(-,0) = g could also be derived by using lemma 12.1 of [1] to deduce that

. y -
}:ILI}J (a2 +y2) o)-

Proof. From theorem 12.10 of [1], we have

u) == [ oo an = [ g X W an,

(91'2
~ 1
where Gy, is the Green’s function of H. We define Gy(z) = ®,(z) — ®y(z) = o log Ii:%l Now it is clear that
7T

—AGy = —Ad, — Ady = §(z — y),
C~1'y(:c) =0, onuz =0.

Hence Gy () = Gy(x) is the Green’s function. Thus we have

1 B _
w(y1,y2) :—%/Rg(wl)afm(loglw—yl—log\w—yl)dxr

Since
D rogla -yl = 2228 O jogip g L2E 82
Oz |z —y|?" Oz, lz —gy[*’
we have
(5 togle— vl —toglo—g)) | =2 -2
Oz wom0 =Yl (@1 —y1)? +ys

Hence we know that

u(y1,y2) = l/]R(y—Qg(:r)dx.

™ Jr (@ —11)? + 93

Now we only need to check u(-,0) = g. By direct calculation, we have

1
7/%@::1,
T Jg (T —y1)? +y5

1

lu(y1,y2) — g(y1)| = -

thus

/ T o) gz | 0
R

r—y1)?+y3

as y2 — 0. Thus we have u(y1,0) = g(y1). Finally we finish the proof.
(2)Recall in lemma 12.1 of [1], if [, f(z1)dz1 < +o00, then af(az1) — 6(x1) as a — +oo. Take

1
f(fﬂl) = m,



and choose a = y—12 as yo — 0. Then we have

1 1 B Y2

1
v 0\2) 7T B +a?
w<1+(y;))

u(yr, y2) 2= /R(S(m —y1)g(x1)dzy = (6 9)(y1) = 9(y1)-

Thus

Finally, we finish the proof.

4 Problem 12.4

Problem. In R3 show that

for all k € R.

Proof. For ¢ € O, (R), we need to prove

eik:r
[ a1 v@)e = v).
R3 wr

Since ( T 1/)) (47rr ,

) , we have

eikr eikr
/RS A47r7“ “p(x)de = /}Rs - - Ay (x)de.

Note that v is compactly supported, hence we have

eikr ikr
a /R3 4drr Ay(@)dz = 47r7“ Vi(@)dz
B (ikr — 1)et*r
= /}R3 3 ® Viydx
B / (ikr — 1)e'*r 3wd
e 47rr2 or

_ ikr
/dS/ 1k‘r 1 31/)
s2
kQTelkr
_/<47T_/ 47r 1/1dr>
1kr
/ dS/ dr
s2

_ 1.2 .ikr
O

4mr

elk"l“ He k
[-a (5 ) v # v =)

Hence we have

then we finish the proof.
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